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KOSMOS-2: Grounding Multimodal Large Language Models to the World

We introduce KOSMOS-2, a Multimodal Large Language Model (MLLM), enabling new capabilities of 

perceiving object descriptions (e.g., bounding boxes) and grounding text to the visual world. Specifically, we 

represent refer expressions as links in Markdown, i.e., "[text span](bounding boxes)", where object descriptions 

are sequences of location tokens.
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Construction of Web-Scale Grounded Image-Text Pairs
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Input Representations

In total, P × P location tokens are introduced, and these tokens are added to word vocabulary to enable unified 

modeling with texts.
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COSA: Concatenated Sample Pretrained Vision-Language Foundation Model

➢ Due to the limited scale and quality of video-text training corpus, most vision

language foundation models employ image-text datasets for pretraining and

primarily focus on modeling visually semantic representations while disregarding

temporal semantic representations and correlations.

➢ To address this issue, we propose COSA, a Concatenated Sample pretrained vision-

language foundation model. COSA jointly models visual contents and event-level

temporal cues using only image-text corpora.

➢ We achieve this by sequentially concatenating multiple image-text pairs as inputs for

pretraining.
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