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} 文献阅读:

1. 《Is ChatGPT a Good Sentiment Analyzer? A Preliminary
Study》Nanjing University of Science and Technology.

l Provide a preliminary evaluation of ChatGPT on the understanding
of opinions, sentiments, and emotions contained in the text.

2. 《 Investigating Chain-of-thought with ChatGPT for
Stance Detection on Social Media》 Shenzhen Technology
University.

l Investigate the efficacy of the chain-of-thought (CoT) prompting
strategy when applied to ChatGPT (GPT-3.5) for stance detection
tasks



Is ChatGPT a Good Sentiment Analyzer? A 
Preliminary Study

} Motivation
1. Investigate whether ChatGPT can serve as a universal

sentiment analyzer.
2. We are particularly curious how ChatGPT performs on the

sentiment analysis tasks, i.e., Can it really understand the
opinions, sentiments, and emotions contained in the text?

} Solution
1. We evaluate it in four settings, including standard evaluation, polarity

shift evaluation, open-domain evaluation, and sentiment inference
evaluation.

2. The above evaluation involves 18 benchmark datasets and 5
representative sentiment analysis tasks, and we compare ChatGPT with
finetuned BERT and corresponding state-of-theart (SOTA) models on
end-task.
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Preliminary Study
Set:

Ask ChatGPT to generate the task instruction for each task to
elicit its ability to the corresponding task. Taking the E2E-
ABSA task as an example, our query is:

1. Please give me three concise prompts for eliciting your ability to
perform Aspect-Based Sentiment Analysis (i.e., extract the aspect
terms and sentiment polarity)

2. Examine the generated three prompts on a small-scale (e.g., 50
examples) example set driving from the corresponding training set.

3. The final prompts adopted for each task are shown below
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} ChatGPT vs fine-tuned small language models (Bert)
1. ChatGPT is on par with fine-tuned small language models

in sentiment classification tasks..
2. ChatGPT can match or even surpass fine-tuned BERT in

accuracy for SC and ABSC.
3. E2E-ABSA: The poorer performance14-Laptop is due to the

presence of more proprietary terms and specific expressions
in this domain, which the language model has encountered
less frequently during pretraining.

4. ChatGPT still lags behind to some extent since they have
more parameters or complicated model architecture designs
to some extent than fine-tuned BERT models.
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It can demonstrate that the prediction results of ChatGPT indeed align with
human preferences owing to RLHF and the potential of ChatGPT as a
universal sentiment analyzer. Case Study.

Human Evaluation
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Few-shot 
Prompting Results
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In light of this, more advanced and effective in-context learning
technologies can be employed to improve the few-shot prompting
performance, e.g., better selection and formatting of demonstration
examples.
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Polarity Shift Evaluation (Sample Figure4)
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Open Domain Evaluation 
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Sentiment Inference Evaluation (Sample Figure 6) 
emotion cause extraction (ECE)
emotion cause pair extraction (ECPE)
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Investigating Chain-of-thought with ChatGPT for 
Stance Detection on Social Media

} Direct question-answering (DQA) (Thought-inducing)

1. We directly ask the ChatGPT model the stance polarity of a certain
tweet towards a specific target.

} step-by-step question-answering (StSQA) (one-shot)
1. Thought-inducing. The first stage is to construct the question-answer
pair (QAP).

2. The second stage encompasses inferencing the tweet’s stance using the
provided QAP.
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