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} 文献阅读:

1. 《ChatGPT as a Text Simplification Tool to Remove Bias》University
of York York, United Kingdom.

2. 《CODEIE: Large Code Generation Models are Better Few-Shot
Information Extractors》Academy for Engineering & Technology,
Fudan University



ChatGPT as a Text Simplification Tool to Remove Bias

l Background (Motivation)：
l The presence of specific linguistic signals particular to a certain sub-group of people can

be picked up by language models during training. This may lead to discrimination if the
model has learnt to pick up on a certain group’s language.

l If the model begins to associate specific language with a distinct group, any decisions
made based upon this language would hold a strong correlation to a decision based on
their protected characteristic.

l Solution
l Simplify language to one way of speaking tomitigation bias,
while keeping the same meaning.



ChatGPT as a Text Simplification Tool to Remove Bias

} example
1. Automate resume scoring is becoming increasingly popular. This
application could lead to unfairness if a person from a minority group
was to have their resume declined due to the language they use.

2. Simplifying medical radiology reports into a form that is palatable to
patients.

} Solution
1. ChatGPT (and GPT3.5 alone) excel at removing non-essential
information and adding new information. Multilingual GPT models were
also judged as well performing.

2. The above evaluation involves 18 benchmark datasets and 5
representative sentiment analysis tasks, and we compare ChatGPT with
finetuned BERT and corresponding state-of-theart (SOTA) models on
end-task.
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CODEIE: Large Code Generation Models are Better 
Few-Shot Information Extractors

l Background (Motivation)：
l It is non-trivial to perform information extraction (IE) tasks with

NL-LLMs since the output of the IE task is usually structured and
therefore is hard to be converted into plain text.

l Existing linearizing approach still performs poorly under the few-
shot scenario.

l The abundant structured code information encoded in the
pretrained Code-LLMs can benefit these IE tasks.

l Solution
l Code-LLMs model
l Convert the text-to-structure IE task into a structure-to-
structure code generation task.
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CODEIE: Large Code Generation Models are Better 
Few-Shot Information Extractors

l Solution
l Sample: "Steve became CEO of Apple in 1998 .“ ->Python
code

l Feed the code-style prompt (the highlighted lines with
light grey color) into Code-LLMs and get the structured
prediction
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CODEIE: Large Code Generation Models are Better 
Few-Shot Information Extractors

l Findings：
l Prompting Code-LLMs with code-style inputs consistently

outperforms fine-tuning pre-trained model for IE tasks, and
prompting NL-LLMs (e.g., GPT-3) under few-shot settings.

l With the same LLM (either NL-LLM or CodeLLM), the code-style
prompt performs better than the linearized text prompt,
demonstrating the advantage of representing structured targets with
code.

l With the same prompt (either natural language or code),
the Code-LLM achieves better performance than the
NLLLM (i.e., GPT-3), demonstrating the merits of
performing IE tasks with Code-LLMs.
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l Solution(Specific)：
l Formulate the NER into code generation task
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l Solution(Specific)：
l Formulating IE Tasks into Code Generation Task (Predict the
subsequent code sequence given an incomplete piece of
code.)

l Reformulated into a list of dictionaries



CODEIE: Large Code Generation Models are Better 
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l Solution(Specific)：
l It is nontrivial to perform IE tasks by prompting CodeLLMs without
any samples, and it is necessary to let Code-LLMs be aware of a
few labeled samples in typical few-shot settings.
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Struct text prompt

Natural text prompt
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