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Context type 1: Captions
A group of people standing outside of a blpg
Luggage surrounds a vehicle in an unders
People try to fit all of their luggage in an

Some people with luggage near a van tha
Context type 2: Boxes
person: [0.681, 0.242, 0.774, 0.694], person: [0.63, 0.222, 0.686, 0.516], person: [0.444, 0233,
0.487, 0.34], backpack: [0.384, 0.696, 0.485, 0.914], backpack: [0.755, 0.413, 0.846, 0.692],
suitcase: [0.758, 0.413, 0.845, 0.69], suitcase: [0.1, 0.497,0.173, 0.579], bicycle: [0.282, 0363,
0.327, 0.442], car: [0.786, 025, 0.848, 0.322], car: [0.783, 0.27, 0.827, 0.335], car: [0.86, 0.254,
0.891, 03], car: [0.261, 0.101, 0.787, 0.626]

Response type 1: conversation

Question: What type of vehicle is featured in the image?

Answer: The image features a black sport utility vehicle (SUV).

Question: Where is the vehicle parked?

Answer: The vehicle is parked in an underground parking area, likely in a public garage.

Question: What are the people in the image doing?

Answer: The people are trying to fit all of their luggage into the SUV, likely preparing for a trip.
Response type 2: detailed description

The image is an underground parking area with a black sport utility vehicle (SUV) parked. There
are three people in the scene, with one person standing closer to the lefi side of the vehicle, another
person in the middle, and the third person on the right side. They are all working together to pack
their luggage into the SUV for a trip.

In the parking area, various luggage items are scattered around the vehicle. There are two backpacks,
one located near the left rear wheel and the other closer to the right side of the vehicle. Additionally,
there are two suitcases, one on the right side of the car and another further away near the center of
the parking area. A bicycle can also be seen on the left side of the vehicle.

Other cars are parked around the main SUV, with one car positioned behind it and slightly to the left.
another behind and slightly to the right, and the third car further behind on the right side.
Response type 3: complex reasoning

Question: What challenges do these people face?

Answer: In the image. a group of people is standing outside a black SUV in a parking area,
surrounded by various pieces of luggage, including suitcases and backpacks. They are facing the
challenge of fitting all their luggage into the black SUV. There are multiple suitcases and backpacks
to be packed, which suggests that the group has a significant amount of belongings to accommodate.
They might have to strategize and arrange the luggage efficiently to ensure that everything fits
properly into the vehicle. Additionally, they need to consider the comfort of the passengers and
visibility while driving, so the placement of the luggage must not obstruct the driver’s view or make
the passengers uncomfortable during the trip.
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Figure 1: LLaVA network architecture.
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Xsystem-message <STOP> \Il
Human : X3, ¢ruce <STOP> \n Assistant: X! <STOP> \n
Human : X3, . uce <STOP> \n Assistant: X2 <STOP> \n - - -

Table 2: The input sequence used to train the model. Only two conversation turns are illustrated
here; in practice, the number of turns varies based on the instruction-following data. In our current
implementation, X ycten-message = A chat between a curious human and an artificial
intelligence assistant. The assistant gives helpful, detailed, and polite answers
to the human’s questions. and <STOP> = ###. The model is trained to predict the assistant
answers and where to stop, and thus only green sequence/tokens are used to compute the loss in the
auto-regressive model.
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User What is unusual about this image?

LLaVA The unusual aspect of this image is a man ironing clothes on the back of a minivan or
van. This is not a typical place to perform this activity, as one would usually iron clothes
in a more stationary and safe location, such as a home, using a regular ironing board.
The scene depicted in the image is peculiar as it involves a makeshift ironing setup on a
vehicle, which can be both unsafe and unconventional. Additionally, it is not clear how
the man is able to maintain balance and stability while ironing clothes in such an unstable
environment.

User What is unusual about this image?

GPT-4 [ 2] The unusual thing about this image is that a man is ironing clothes on an ironing board
attached to the roof of a moving taxi.

User Can you explain this meme in detail?

BLIP-2 a man is sitting on the back of a yellow cab

User Can you explain this meme in detail?

OpenFlamingo

The man is drying his clothes on the hood of his car.
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‘Social bot detection in the age of ChatGPT:

Challenges and opportunities

by Emilio Ferrara

:ﬁ@ﬁ*



E4  ChatGPT £ A TERe4R

. ATHEEE (Al) FIEABSHE (NLP) RAKBEES TR RIBA, KLEABHARTH
AN

HEYEXE, BEUETETESEE, i EFEEE SR
R RN ARNHIM AT XEER, FELISAENMERRA—IBELITRIES.




L a5 At 9=

-BHIMER: ERI+ETHRU

KR1TA. KRTHE. ETAE (WBEXER) . MEHE;

-BIHIME: ETSFEI+THE/FEEZI+NLPRAKR (BRoHF. THAERSE)
ETHSRZ2INRNNERNERAEE LR T O RBLENRE;

REX. FREGUNTEEESHIANNEBI D TESNEEESWNRERAFRBINEA, MAFTEENIRE.

XLTT A UK S EF I XA BRAIFT ISR AIT AR,
-RHEIRER . REFI+ETRFI+)IFESERE

-BMER: ChatGPT/GPT4& KHEHY
()l

ﬂr" 4




w -

EF R EE AT

EIXTHIHELE -

- ETGPTHFHREEMNNARNE, ERELIEXD;

- AR SMABKBEREL K ANREREMAERIERERGN, BEZTWHE,

- UHRRMEMEENERSE (MNEE: BEES. BEFY. B#%FY. ETREAK)
- IRHR X B T 1 F0E 75 B FA XL B




- AIRRRTE
- FiEEMN
- BEFHRUERE

f,x}'

31;'
’ ..f },,_

sy






Are aligned neural networks adversarially aligned?
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Normal Image (x ~ N (0,1))

Adversarial Image




